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INTRODUCTION

One of the approaches to training in pattern recog-
nition is based on constructing so-called committee
decision rules over a given class 

 

^

 

 of base rules. The
general form of a k-element committee decision rule is
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 is a fixed odd number. In the frame-

work of this approach, a necessary condition for a
“trained” rule is that this rule correctly classifies training
data represented as the finite sequence
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of descriptions of objects from the first (

 

ω

 

 = 1) and sec-
ond (

 

ω

 

 = 0) classes (patterns). Mathematically, rule (1)
correctly classifies sample (2) if and only if the
sequence (
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) of parameter values is a
majority committee for the system of equations
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As usual (see, e.g., [1]), by a majority committee of
system (3), we understand a finite sequence 
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) such that 
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 (here and in what follows, 
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l

 

 denotes the
set {1, 2, …, 

 

l

 

}). The capacity of the class of committee
decision rules depends on the maximum (over the
class) number of committee members and increases
rapidly with this maximum number [2]; for this reason,
it is important to be able to find a committee decision
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with minimum number of elements for a system given
by Eq. (3).

In this work, one combinatorial-type problem aris-
ing in searching for a minimal committee of an arbi-
trary system of constraints is considered.

STATEMENT OF THE PROBLEM

Consider a more general situation. Suppose the fol-
lowing system of inclusions is given:
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where 
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 are subsets of the domain of the
variable 

 

x

 

. As is known (see, e.g., [1]), in searching for
a minimal committee of this system, it suffices to con-
sider only committees consisting of solutions to maximal
consistent subsystems of this system. Let 
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the index sets of all maximal consistent subsystems of
system (4). Identifying the elements of the committees
that are solutions to the same subsystem, we put each
committee 
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 in a correspondence with the sequence
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 is the number of ele-
ments in 
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 that are solutions to subsystem 
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i

 

. Obvi-

ously, the sum  coincides with the number of

members in the committee 

 

Q

 

. Let us endow {
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} with
the partial order defined as follows.
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integers. We say that the inequality 
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Note that, if the sequences 

 

A

 

 and B are such that A ≥ B,
then, for an arbitrary system of form (4), the existence
of a committee with “weights” from A is equivalent to
the existence of a committee with “weights” from B;
the only difference is that the number of elements in the
latter may be smaller.

Assertion. Suppose that the sequences A =
(a1, a2, …, ak) and C = (c1, c2, …, ck) are given such

that a1 ≥ a2 ≥ … ≥ ak,  = q,  = p, and

Then, there exists a sequence B = (b1, b2, …, bk) with

 = p such that it satisfies Eq. (6) and b1 ≥ b2 ≥

… ≥ bk .
This assertion allows us to consider only monotoni-

cally decreasing sequences of positive integers, which
are called partitions, and extend the definition of partial
order given above to sequences of different lengths.

Definition 2. A sequence A is called committee-
minimal if, for any sequence B, either A and B are
incomparable or B ≥ A.

Clearly, if some committee Q is minimal for a sys-
tem of form (4), then, the corresponding weight
sequence AQ is committee-minimal. On the other hand,
each committee-minimal sequence can be assigned a
suitable system of constraints and its minimal commit-
tee such that the weight sequence of this committee
coincides with the given sequence.

Theorem. Let A be a committee-minimal sequence.
Then there exists a system of inclusions of form (4) such
that one of its minimal committees has weight sequence A.

Thus, by enumerating all committee-minimal
sequences we approach to the solution of the problem of
minimal committee. Let us give the combinatorial state-
ment of this problem.

THE COMBINATORIAL STATEMENT
OF THE PROBLEM

Let us denote the set of all partitions of an odd pos-
itive integer q by Λ(q) and the set of partitions of q into
s terms, by Λ(q, s). On the set of all partitions of odd
numbers, we introduce a binary relation κ as follows.
Let A ∈ Λ(q, s) and B ∈ Λ(p, t). Without loss of gener-
ality, we can assume that s ≥ t. We say that A and B are
in the relation κ (AκB) if, for any J ⊆ Ns, the inequality

 >  is equivalent to  > . The relation

introduced is obviously an equivalence relation.

Definition 3. A partition A ∈ Λ(q) is called κ-mini-
mal if

Problem. Given an odd number q, enumerate all κ-
minimal elements in the set Λ(q).

The problem stated resembles classical enumeration
problems in the theory of partitions. The main difficulty
involved in this problem is that the condition on the
terms essentially depends on q.

CONCLUSION

In the report, some assertions concerning conditions
for a given partition A to be κ-minimal and the problem
of “reducing the order” of a partition A (i.e., finding a
κ-minimal partition B such that AκB) are discussed.
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