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Given a set $X$ and a collection $D_{1}, D_{2}, \ldots, D_{m}$ of its nonempty subsets, consider the system of abstract inclusions

$$
\begin{equation*}
x \in D_{j}, \quad j \in \mathbb{N}_{m}=\{1,2, \ldots, m\} \tag{1}
\end{equation*}
$$

System (1) is not necessarily consistent; i.e., the case $\cap D_{j}=\phi$ is admissible. A finite sequence $Q=\left(x^{1}, x^{2}, \ldots\right.$, $x^{q}$ ) satisfying the condition

$$
\left|\left\{i: x^{i} \in D_{j}\right\}\right|>\frac{q}{2}, \quad j \in \mathbb{N}_{m}
$$

is called a committee solution with $q$ elements of system (1) (or a committee) [1].

Minimum committee (MC) problem. Given a set $X$ and subsets $D_{1}, D_{2}, \ldots, D_{m} \neq \varnothing$, find a committee solution to system (1) with the least possible $q$ (or show that the system has no committee solutions).

Following [2], it is convenient to restate the MC problem in terms of integer linear programming. Let $J_{1}$, $J_{2}, \ldots, J_{T}$ be the index set of all maximal (under inclusion) consistent subsystems (MCSs) of system (1). Obviously, the system is consistent if and only if $T=1$; otherwise, $1<T<2^{m}$. Define two $m \times T$ incidence matrices $A$ and $B$ according to the rule

$$
\begin{gathered}
a_{j i}=1, \quad b_{j i}=1 \quad \text { if } \quad j \in J_{i}, \\
a_{j i}=0, \quad b_{j i}=-1 \text { otherwise }
\end{gathered}
$$

also consider the integer linear programs

$$
\begin{equation*}
\min \left\{(e, t) \mid B t \geq f, t \in \mathbb{Z}_{+}^{T}\right\} \tag{2}
\end{equation*}
$$

and

$$
\min \left\{\begin{array}{c}
A t \geq s f, \quad t \in \mathbb{Z}_{+}^{T}  \tag{3}\\
(e, t) \leq 2 s-1, \quad s \in \mathbb{N}
\end{array}\right\}
$$

[^0]Here, $e$ and $f$ are all-one vectors from the spaces $E_{T}$ and $E_{m}$, respectively.

The following result is well known.
Theorem 1 [3]. The MC problem and problems (2) and (3) are all solvable or unsolvable simultaneously. The sets of optimal solutions to problems (2) and (3) are isomorphically embedded in the solution set of the MC problem (the set of committee solutions with a minimal number of elements).

We consider the following two special cases of the MC problem.

1. The MC problem in which $X$ is finite (referred to as the MCFS problem). We show that Theorem 1 can be refined in this case. It is also shown that the MCFS problem is $N P$-hard, which implies that the MC problem is generally $N P$-hard as well. Moreover, the threshold of effective approximability for the MCFS problem is estimated.
2. The MC problem in which $X=\mathbb{Q}^{n}$ for arbitrary $n>1$ and the subsets $D_{j}$ are open half-spaces. This problem is referred to as the minimum committee problem for a system of linear inequalities (abbreviated as MCLE). It is shown that the problem is also $N P$-hard, and some of its polynomially solvable subclasses are presented.

Minimum committee of finite sets (MCFS). Given a set $X=\left\{x^{1}, x^{2}, \ldots, x^{p}\right\}$ and a collection of its subsets $D_{1}, D_{2}, \ldots, D_{m}$, find the committee of system (1) with a minimum number of elements (or show that the system has no committee solutions).

Theorem 2 [4]. The MCFS problem is NP-hard.
Remark 1. The MCFS problem remains NP-hard if $\left|D_{j}\right| \leq 3$ for all $D_{j}$, except for possibly one.

Remark 2. The MC problem, which is an extension of the MCFS problem, is NP-hard.

Theorem 3. The MCFS problem and problems (2) and (3) are all polynomially equivalent.

Corollary 1. Problems (2) and (3) are NP-hard.
Theorem 2 states that the MCFS problem is $N P$-hard. Below, we give an estimate for the threshold
of its effective approximability (the proofs can be found in [5]). These results are related to those derived for the set cover problem in [6, 7].

Lemma. The existence of an approximation algorithm with an performance guarantee of $r$ for the MCFS problem implies the existence of a similar algorithm with the same accuracy for SET COVER.

Theorem 4. If $P \neq N P$, then there is no approximation algorithm with the performance guarantee $\frac{1}{4} \log _{2}(m-1)$ for the MCFS problem.

Theorem 5. If $N P \nsubseteq \operatorname{TIME}\left(n^{o\left(\log _{2} \log _{2} n\right)}\right)$, then, for every $\varepsilon>0$, there is no approximation algorithm with the performance guarantee $(1-\varepsilon) \ln (m-1)$ for the MCFS problem.

Note that the technique used to reduce the set cover problem to the minimum committee problem in the proof of the lemma can also be used to solve the problem of committee separation of sets. Consider, for example, the following setting. Given subsets $A$ and $B$ of $X$ and the class of decision rules $\mathscr{F}=\{f(x, \alpha) \mid \alpha \in \Lambda\} \subseteq$ $\{X \rightarrow\{0,1\}\}$, construct a committee decision rule (over $\mathscr{F}$ ) that correctly separates $A$ and $B$. In other words, it is necessary to find a sequence $\left(\alpha^{1}, \alpha^{2}, \ldots, \alpha^{q}\right)$ such that

$$
\operatorname{sgn}\left(\sum_{i=1}^{q} f\left(x, \alpha^{i}\right)-\frac{q}{2}\right)= \begin{cases}1, & x \in A, \\ -1, & x \in B .\end{cases}
$$

Proposition 1. Let the parameters $\alpha^{1}, \alpha^{2}, \ldots, \alpha^{k}$ be fixed so that

$$
\begin{gathered}
f\left(a, \alpha^{0}\right)=1(a \in A), \\
f\left(b, \alpha^{i}\right)=0\left(b \in B, i \in \mathbb{N}_{k}\right)
\end{gathered}
$$

and, for every $a \in A$, there be a number $i=i(a) \in \mathbb{N}_{k}$ such that $f\left(a, \alpha^{i(a)}\right)=1$.

Then the sequence $(\underbrace{\alpha^{0}, \ldots, \alpha^{0}}_{k-1}, \alpha^{1}, \ldots, \alpha^{k})$ defines a committee decision rule that separates $A$ from $B$ without errors.

In what follows, let $X=\mathbb{Q}^{n}$ for $n>1$, and let $D_{j}=\{x \in$ $\left.X \mid\left(a_{j}, x\right)>0, a_{j} \neq 0\right\}$. System (1) then becomes

$$
\begin{equation*}
\left(a_{j}, x\right)>0\left(j \in \mathbb{N}_{m}\right) \tag{4}
\end{equation*}
$$

Minimum committee of a system of linear inequalities (MCLE). Given positive integers $m$ and $n>1$ and vectors $a_{1}, a_{2}, \ldots, a_{m} \in \mathbb{Q}^{n}$, find a committee solution (committee) of system (4) with the smallest number of elements (or show that the system has no committee solutions).

The MCLE problem is of interest for at least two reasons. On the one hand, it has an obvious application to pattern recognition learning. This problem arises in the capacity minimization method (VC-dimension) in
the class of linear (affine) committee decision rules. On the other hand, the traditional approach (effective for the MCFS problem), in which the MCSs of system (4) are enumerated and the problem is reduced to equivalent problem (2) (or (3)), is not rational in this case. Indeed, consider the following combinatorial optimization problem.

Largest MCS problem (DENSEST HEMISPHERE). Given scalars $n>1$ and $m$ and vectors $a_{1}, a_{2}$, $\ldots, a_{m} \in \mathbb{Q}^{n}$, find a maximum-cardinality MCS of system (4).

Theorem 6 [8]. DENSEST HEMISPHERE is an NP-hard problem.

Note that the traditional approach based on analysis of problems (2) and (3) is not effective for MCLE but can still be used to study the following combinatorial optimization problem, which is similar to MCLE.

Optimal committee improvement (COMIMP). Given positive integers $n>1, m$, and $q$ and vectors $a_{1}$, $a_{2}, \ldots, a_{m}, x^{1}, x^{2}, \ldots, x^{q} \in \mathbb{Q}^{n}$ such that the sequence $Q=$ ( $x^{1}, x^{2}, \ldots, x^{q}$ ) is a committee of system (4), find a committee $Q^{\prime}=\left(y^{1}, y^{2}, \ldots, y^{q^{\prime}}\right)$ with the least possible $q^{\prime} \leq q$ such that

$$
y^{i} \in\left\{x^{1}, x^{2}, \ldots, x^{q}\right\}, \quad i \in \mathbb{N}_{q} .
$$

Indeed, let $A$ and $B$ be the $m \times q$ matrices defined according to the rule

$$
\begin{aligned}
& a_{j i}=1, b_{j i} \\
&=1 \text { if } x^{i} \text { satisfies the } j \text { th inequality, } \\
& a_{j i}=0, \quad b_{j i}=-1 \text { otherwise. }
\end{aligned}
$$

Without loss of generality, we assume that the columns of $A$ and $B$ are pairwise nondominated. Consider problems (2) and (3) they define. It is easy to see that these constructions can be performed in polynomial time with respect to the input length of the COMIMP problem.

Returning to the MCLE problem, we formulate the basic theorem.

Theorem 7. The MCLE problem is NP-hard.
The proof of the theorem follows from two auxiliary statements, which are preceded by a few additional combinatorial problems.

Three-element committee of a linear inequality system (3-COMLE). Given positive integers $m$ and $n>1$ and vectors $a_{1}, a_{2}, \ldots, a_{m} \in \mathbb{Q}^{n}$, does system (4) have a three-element committee solution?

Proposition 2. The 3-COMLE problem is reducible in the sense of Turing to the MCLE problem.

Obviously, 3-COMLE is an NP-problem, because whether a fixed sequence $Q=\left(x^{1}, x^{2}, x^{3}\right)$ is a committee of system (4) can be checked in polynomial time with respect to the input length of the latter.

Three-colorability of a graph (GRAPH 3-COLORABILITY). Given a graph $G=(V, E)$, determine whether it can be colored in three colors; i.e., whether
there is a function $\varphi: V \rightarrow\{1,2,3\}$ such that $\{u, v\} \in$ $E$ implies $\varphi(u) \neq \varphi(v)$.

It is well known [9] that the GRAPH 3-COLORABILITY problem is $N P$-complete.

Proposition 3. The GRAPH 3-COLORABILITY problem is reducible to the 3-COMLE problem.

Remark 3. Proposition 3 implies that the 3-COMLE problem is $N P$-complete. In fact, it has been shown that the MCLE (3-COMLE) problem remains $N P$-hard ( $N P$-complete) for systems (4) with $a_{j} \in\{-1,0,1\}^{n}$ and $\left(a_{j}, a_{j}\right) \leq 2$.

Remark 4. Proposition 3 holds for arbitrarily large values of $n$. Under an additional restriction on $n$ from above, the 3-COMLE and MCLE problems can become polynomially solvable. For $n=2$, a polyno-mial-time algorithm is known to exist for MCLE [2].

In [10], an approximation algorithm for the MCLE problem was presented, whose properties are described by the following statement.

Theorem 8. In system (4), let $m=2 k+n-1$ for some positive integer $k$ and each subsystem of $n$ inequalities be consistent.
(i) The algorithm is well defined and consists of no more than $\left\lceil\frac{k}{n-1}\right\rceil$ iterations. The complexity of each iteration is equivalent to the complexity of solving $a$ consistent subsystem of the original system.
(ii) Suppose that the cardinality of the largest consistent subsystem of system (4) does not exceed $k+$ $t+n-1$ for some positive integer $t$. Then the performance guarantee r of the algorithm satisfies

$$
1 \leq r \leq \frac{2\left\lceil\frac{k}{n-1}\right\rceil+1}{2\left\lceil\frac{k-t}{2 t+n-1}\right\rceil+1} \approx 1+\frac{2 t}{n-1}
$$

It was also shown in [10] that the algorithm is accurate in the class of uniformly distributed (in the sense of Gale) inequality systems, which implies that the MCLE problem is polynomially solvable in this special case.

The MCLE problem can be restated as the problem of property recognition.

Committee of a system of linear inequalities (COMLE). Given positive integers $n>1$ and $m$, vectors $a_{1}, a_{2}, \ldots, a_{m} \in \mathbb{Q}^{n}$, and an odd scalar $k$, is there a committee of system (4) with the number of elements not exceeding $k$ ?

Corollary 2 (to Theorem 7). The COMLE problem is polynomially solvable if $k \geq m$ or $k \leq 2$ and is $N P$ complete otherwise.

Consider the problem of a minimum affine separating committee, which is similar to the MCLE problem. An affine separating committee for finite sets $A, B \subset \mathbb{R}^{n}$ [1] is defined as a committee decision rule over the class of affine functions $\mathscr{F}=\{f(x, \beta, \gamma)=(\beta, x)+\gamma \mid \beta \in$ $\left.\mathbb{R}^{n}, \gamma \in \mathbb{R}\right\}$ that correctly separates these sets. The fol-
lowing necessary and sufficient condition for the existence of a separating committee is available.

Theorem 9 [11]. An affine separating committee for finite sets $A, B \subset \mathbb{R}^{n}$ exists if and only if $A \cap B=\phi . A$ minimum affine committee contains no more than $|A \cup B|$ elements.

The problem of searching for an affine separating committee is associated with the system of inequalities

$$
\begin{array}{ll}
(\beta, a)+\gamma>0, & a \in A, \\
(\beta, b)+\gamma<0, & b \in B . \tag{5}
\end{array}
$$

Let $r$ denote the rank of system (5). Below are several sufficient conditions for the existence of a separating committee.

Proposition 4. Suppose that each k-rank subsystem of system (5), where $0<k<r$, has a committee solution consisting of no more than $q$ elements.

Then there is an affine separating committee for $A$ and $B$ such that the number of its elements is bounded above by $2 q\left\lceil\frac{\lfloor(m-1) / 2\rfloor}{k}\right\rceil+1$.

Proposition 5. Let each $(k+1)$-inequality subsystem of system (5), where $0<k<r$, be consistent.

Then there is a separating affine committee for $A$ and B that consists of no more than $2\left\lceil\frac{\lfloor(m-k) / 2\rfloor}{k}\right\rceil+1$ elements.

Proposition 6. Suppose that the assumption of Proposition 5 be satisfied and there exists a subsystem of system (5) with cardinality $\mu$ that has a committee solution consisting of $2 q-1$ elements.

Then there is a separating affine committee for $A$ and $B$ that consists of no more than $2 q\left(1+\left\lceil\frac{m-\mu}{k}\right\rceil\right)-1$ elements.

In what follows, we assume that $A, B \subset \mathbb{Q}^{n}$.
Minimum affine separating committee (MADC). Given a positive integer $n>1$ and sets $A, B \subset \mathbb{Q}^{n}$, where $A=\left\{a_{1}, a_{2}, \ldots, a_{m_{1}}\right\}$ and $B=\left\{b_{1}, b_{2}, \ldots, b_{m_{2}}\right\}$, find an affine separating committee for $A$ and $B$ with the smallest number of elements (or show that the sets cannot be separated by a committee).

Three-element affine separating committee (3-ADC). Given a positive integer $n>1$ and sets $A, B \subset$ $\mathbb{Q}^{n}$, is there a three-element affine separating committee for $A$ and $B$ ?

The result given below can be proved by the method used in the proof of Theorem 7.

Proposition 7. The MADC problem is NP-hard. The 3-ADC problem is NP-complete.

Remark 5. By analogy with Remark 3, we note that the MADC (3-ADC) problem remains $N P$-hard (NP-complete) even if $A \cup B \subset\left\{z \in\{-1,0,1\}^{n} \mid(z, z) \leq 2\right\}$.

It is easy to see that the approximation algorithm used above to search for a committee solution to system (5) is also an approximation algorithm for the MADC problem; moreover, the following result holds.

Theorem 10. Let $n \geq 1,|A \cup B|=2 k+n$, and each ( $n+1$ )-inequality subsystem of system (5) be consistent. Then the algorithm finds a separating affine committee for $A$ and $B$ in no more than $\left[\frac{k}{n}\right]$ iterations. If, additionally, the cardinality of the largest MCS of system (5) does not exceed $k+t+n$ for some positive integer $t$, then the performance guarantee $r$ of the algorithm satisfies

$$
1 \leq r \leq \frac{2\left\lceil\frac{k}{n}\right\rceil+1}{2\left\lceil\frac{k-t}{2 t+n}\right\rceil+1} \approx 1+\frac{2 t}{n}
$$
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